Chaotic advection and nonlinear resonances in an oceanic flow above submerged obstacle
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Abstract

The effect of an isolated submarine obstacle on the motion of fluid particles in a periodic external flow is studied within the framework of the barotropic, quasi-geostrophic approximation on $f$-plane. The concept of background currents advanced by Kozlov [1995. Background currents in geophysical hydrodynamics. Izvestia, Atmos. Oceanic Phys. 31 (2), 245–250] is used to construct a dynamically consistent stream function satisfying the potential vorticity conservation law. It is shown that a system of two topographic vortices revolving about a rotation center can form in a circular external flow. Unsteady periodic perturbations, associated with either variations in the background current or deviations of the external flow from circulation, are analyzed. Unsteadiness in the external flow essentially complicates the pattern of the motion of fluid particles. Vortex-type quasi-periodic structures, identified with nonlinear resonances that form in Lagrangian equations of fluid particle advection, are examined. They either surround the stationary configuration by a vortex chain—a ringlet-like structure [Kennelly, M.A., Evans, R.H., Joyce, T.M., 1985. Small-scale cyclones on the periphery of Gulf Stream warm-core rings. J. Geophys. Res. 90(5), 8845–8857], or they form a complex-structure multivortex domain. Asymptotic estimates and numerical modeling are used to study the distribution and widths of the nonlinear resonance domains that appear under unsteady perturbations of different types. The onset of chaotic regimes owing to the overlapping of nonlinear resonance domains is analyzed. Transport fluxes determined by chaotic advection and barriers for transport
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(KAM-tori) and the conditions of their existence are studied. The relation of the rotation frequency of fluid particles on their initial position (when the dependence is calculated in the undisturbed system) is shown to completely determine the main features of the pattern of Lagrangian trajectories and chaotization effects. Because of nonlinear effects, the domain involved in quasi-periodic and chaotic motions can be much larger than the domain occupied by steady topographic vortices. The results of study by Sokolovskiy et al. [1988. On the influence of an isolated submerged obstacle on a barotropic tidal flow. Geophys. Astrophys. Fluid Dyn. 88(1), 1–30] concerning the due regard on the irrotational background component as the necessary factor for the transportation of fluid particles from the vortex domain to infinity are confirmed.
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0. Introduction

Notwithstanding the fact that the property of mixing of trajectories that initially were close to one another, which is known now as chaotic advection (Aref, 1984,2002), in unsteady regular geophysical flows was mentioned by Eckart (1948) almost 60 years ago and later demonstrated by Welander (1955), systematic studies of chaotic advection in the atmosphere, natural estuaries and oceans began only four decades later. Significant results have been obtained in this field in the recent 15 years. We give here a brief list of a relatively small number of studies, which, one way or another, relate to the problems of geophysical hydrodynamics. A more detail description of these problems can be found, for example, in reviews (Zeng et al., 1993; Wiggins, 2005; Mancho et al., 2004, 2006).

Pierrehumbert (1991a, b) used estimates of Lyapunov indices, calculated within a finite time interval, to prove the existence of chaotic mixing in atmospheric Rossby waves in the presence of small periodic perturbations. The chaotic properties of a dynamo were established with the use of such a method by Llewellyn Smith and Tobias (2004).

The teleconnection between oceanic surface temperature anomalies in the equatorial part of the Pacific and the atmospheric activity in the middle and northern latitudes, a phenomenon discovered by Bjerknes (1966, 1969), was further described by the model of atmospheric blocking, interpreted as a result of synchronization of chaos in different parts of the ocean (Duane, 1977; Duane et al., 1999; Duane and Tribbia, 2001, 2004).

The nonlinear stability of the dynamic system of equations describing the motion of fluid particles along trajectories associated with a meandering jet was analyzed by Samelson (1992) with the use of Melnikov’s method. He found the conditions, depending on kinematic parameters, for splitting of separatrices in the phase portrait. These results provide an explanation for the motion of the fluid particles that cross the jet flow. Thus, the question “The Gulf Stream—barrier or blender?” (Bower et al., 1985) was given the answer: “both—a barrier and a blender”. These results were generalized to the case of time and scale variations in the jet stream in Bower (1991), del-Castillo-Negrete and Morrison (1993), Meyers (1994), Duan and Wiggins (1996), Rogerson et al. (1999), and Wiggins (2005). Melnikov’s method, a reliable

1 A physical explanation of the choice of a finite time interval is given by Yang (1993a, b) and Poje and Haller (1999).
tool for the identification of chaotic trajectories, was successfully used also by Allen et al. (1991), Simiu (1969) for studying drift coastal currents, by Malhotra and Wiggins (1998) in their studies of Rossby waves, and by Balasuriya and Jones (2001) for studying the diffusion of a mesoscale vortex.

The problem of kinematic barriers, which are identified with KAM-tori of the respective dynamic systems, has been discussed (Yang, 1993b, 1996c, 1998; Cox et al., 1990; Ngan and Shepherd, 1997) in the context of the interaction between a jet stream and a Rossby wave, and in studies (Yang, 1996a, b; Yang and Liu, 1994, 1997; Liu and Yang, 1994) applied to the contact zone between two large oceanic vortices. Similar transport barriers are stratospheric polar vortices, which, like a containment vessel, separate the external surf zone, where the potential vortex distribution is uniform, from the internal zone, where mixing is much weaker. This problem was discussed from the viewpoint of chaotic dynamics in several works (Yang, 1993b; Pierce and Fairlie, 1993; Pierce et al., 1994; Ngan Shepherd, 1999a, b; Mizuta and Yoden, 2001; Coulli ette and Wiggins, 2001; Koh and Legras, 2002; Prants et al., 2006; Koshel and Prants, 2006).


The chaotic dynamics of the vortex-flow system was studied in Yatsuyanagi et al. (2001), Waseda and Mitsudera (2002), and Gudimenko (2007). Analysis of hyperbolic trajectories is used in Kuznetsov et al. (2002) to study the transport properties of particles in the vicinity of an oceanic ring in the Gulf of Mexico. In the paper by Miller et al. (2002), where lobe analysis method is used to study an unsteady recirculation flow captured by an island shore, a relationship was found to exist between the chaotic transport of particles and surface Ekman pumping. Radical distinctions between the regular behavior of trajectories in the core of the Antarctic Circumpolar Current and the chaotic behavior of trajectories at its periphery were mentioned by Nycander et al. (2002).


Aref’s guess (1984, 1990) that chaotic phenomena should take place in tidal oceanic currents was confirmed by a vast body of data in subsequent studies (Pasmanter, 1991; Ridderinkhof and Zimmerman, 1992; Ridderinkhof and Loder, 1994; Paldor and Boss, 1994; Beerens et al., 1994; Stolovitsky et al., 1995; Loder et al., 1997; de Swart et al., 1997; Maas and Doelman, 2002; Stirling, 2003; Sakamoto and Akitomo, 2006).

Much attention was given to studies of chaotic mixing in unsteady oceanic and atmospheric flows over irregularities in the underlying surface (Allen et al., 1991; Ridderinkhof and Loder, 1994; Goldner and Chapman, 1997; Kozlov and Koshel, 1999, 2000, 2001, 2003; Wählin, 2004; Izrailsky et al., 2004; Grote, 1999; Budyansky et al., 2002, 2004a, b, 2007; Koshel and Stepanov, 2005, 2006a, b; Izrailsky et al., 2006), including those above the continental shelf (Samelson and Allen, 1987; Kuebel Cervantes et al., 2004).

In this study, we discuss the possible regular and chaotic regimes in the problem of a quasiperiodic flow around a submarine elevation of Gaussian form.
1. Problem formulation

The generation of regular free and trapped topographic vortices as a result of interaction between an oceanic current and bed relief irregularities has been studied well (Ingersoll, 1969; Huppert and Bryan, 1976; Hart, 1979; Johnson, 1977, 1983; Kozlov, 1983; Zyryanov, 1985, 1995, 2006; Verron, 1986; Goldner and Chapman, 1997; Sokolovskiy et al., 1988). The studies of chaotic advection above submarine elevations cited in the introduction are focused, as a rule, on a unidirectional flow. However, currents with varying direction (for example, flood currents or currents that feature distinct synoptic variability) are of unquestionable interest. In this study, we will concentrate most attention to the analysis of the effects of chaotic mixing in such a current in the vicinity of an isolated submarine elevation.

Within the framework of the background current concept on $f$-plane (Kozlov, 1995), we consider a dynamically consistent model\(^2\) of a periodic flow above an axisymmetric elevation of Gaussian form. The concept of background currents for quasigeostrophic approximation (Kozlov, 1995; Izrailsky et al., 2004), used in this study, renders possible to express the dynamically consistent stream-function $\Psi(x, y, t)$ in a closed form (in quadratures).

In the model we set the condition of flow without bottom separation (in the present case the upper interface of the bottom boundary layer plays the role of the bottom). This condition is an inviscid limit of a result of the application of the joining asymptotic expansion method to the problem with boundary layer near the bottom under the more realistic non-slip boundary condition (Kozlov, 1983).

In general, we have (Kozlov, 1983, 1995; Kozlov and Koshel, 2001; Izrailsky et al., 2004)

$$\Psi(x, y, t) = \Psi_0(x, y) + \Psi_1(x, y, t),$$

where the first term represents the planetary-topographic vortical component, and a nonvortical perturbation $\Psi_1(x, y, t)$ is due to boundary conditions. The only solution of $\nabla^2 \Psi_1 = 0$ for which the velocity is bounded over a boundless plane is a spatially homogeneous flow directed at an angle $\theta$ to the $x$-axis, with a stream-function

$$\Psi_1 = (B \sin \theta + v_0)x - (A \cos \theta + u_0)y.$$

Below $\Psi_1(x, y, t)$ will be referred to as external flow.

Here, let consider the stream-function in the form

$$\Psi = [1 + \mu \cos(\omega_0 t + \phi_0)]((B \sin \theta(t) + v_0)x - (A \cos \theta(t) + u_0)y) + \int_0^r V(\rho) \, d\rho,$$  \hfill (1)

where $A, B, \omega_0, \varphi_0, u_0, v_0, \mu$ are constants, \(r = \sqrt{x^2 + y^2}\), $t$ is the time, $x$ and $y$ are horizontal coordinates directed eastward and northward, respectively, $V(\rho)$ is the radial distribution of the azimuth velocity in the vortex induced by the elevation.

Suppose that the submarine elevation has Gaussian shape

$$h(r) = e^{-\alpha r^2}, \quad \alpha > 0,$$  \hfill (2)

Then the expression for the azimuth velocity takes the form

$$V = -\frac{\sigma}{r} \int_0^r h(\rho) \rho \, d\rho = \frac{\sigma}{2\pi r} \left( e^{-2r^2} - 1 \right).$$

(3)

Here $\sigma = O(1)$ is a topographic parameter, and $\alpha \approx 1.256$ was chosen in accordance with the condition $dV(r)/dr|_{r=1} = 0$.

The characteristic horizontal scale was taken equal to the radius of the circumference $r = R$ on which the maximum azimuth velocity is attained. Suppose that the depth of the ocean is $H = 4$ km, the mean velocity is $U = 10$ cm/s and the characteristic circulation time of a fluid particle over a circumference with unit radius is $T = 1$ day. Then, $R = 1.375$ km and $\sigma = 3.511$, corresponding to an elevation height of $1.021$ km. In the general case, the flow velocity vector (1), (3) circumscribes an ellipse shifted relatively the center of the elevation. In the absence of perturbations, when

$$A = B, \quad \mu = u_0 = v_0 = 0,$$

(4)

the center of rotation coincides with the submarine elevation center and the flow is a circulation (clearly, the values of $A$ and $B$ are the semi-axes of the kinematic ellipse along the $x$ and $y$, respectively).

The analysis of the motion of fluid particles is more convenient in a coordinate system rotating with the flow. The corresponding change of variables

$$x' = x \cos \theta(t) + y \sin \theta(t),$$

$$y' = -x \sin \theta(t) + y \cos \theta(t)$$

results in the following expression for the stream-function

$$\Psi' = -A y' + \delta \Psi(x', y', t) + \int_0^r V'(\rho) \, d\rho,$$

(5)

where

$$V'(r) = V(r) - \dot{\theta} r.$$

(6)

The unsteady part of the stream-function, which we consider as a perturbation, has the form

$$\delta \Psi = -A \mu \sin(\omega_0 t + \phi_0) y' + [1 + \mu \sin(\omega_0 t + \phi_0)] [x' [(B - A) \sin \theta \cos \theta + v_0 \cos \theta - u_0 \sin \theta] - y' [(B - A) \sin^2 \theta + v_0 \sin \theta + u_0 \cos \theta]].$$

(7)

In the absence of perturbations, the stream-function will be steady, and the trajectories of fluid particles will be regular. As will be shown below, any external perturbation makes the trajectories chaotic.

The equations of motion of fluid particles in a rotating coordinate system have the form

$$\frac{dx'}{dt} = -\frac{\partial \Psi'}{\partial y'} = A - V'(r) \frac{y'}{r} - \frac{\partial (\delta \Psi)}{\partial y'},$$

$$\frac{dy'}{dt} = \frac{\partial \Psi'}{\partial x'} = V'(r) \frac{x'}{r} + \frac{\partial (\delta \Psi)}{\partial x'},$$

(8)

Thus, we have a Hamiltonian system with an unsteady stream-function playing the role of the Hamiltonian. The phase space in this case coincides with the configuration space. The origination of chaos in such systems is a quite common phenomenon (Brown and Samelson, 1994; Zaslavsky, 2007).

Hereinafter, we will consider an external flow rotating with a constant frequency $\Omega$, i.e. set $\theta(t) = \Omega t$.  


2. Analysis of the steady state

Suppose that conditions (4) are satisfied. In Fig. 1, where the azimuth velocity is given with the negative sign (for the sake of convenience), it can be readily seen that the motion becomes solid-body with increasing distance from the center, in the asymptotic limit (inclined dashed straight line). The profiles of both branches of the azimuth velocity each have two local extremes, though when the frequency $\Omega$ is high, a situation is possible when there will be no extreme. The same figure shows the profiles of $\omega$—the circulation frequency of the fluid particles that originally belonged to the $y$-axis about the center of rotation of the undisturbed system. As was shown by Koshel and Stepanov (2006b), this function plays a key role in the qualitative study of the chaotization of phase space.

Let us detail the relationships shown in Fig. 1, where the frequency of the external circular flow $\Omega=0.14$. Note that, with the chosen characteristic scales, this frequency corresponds to processes with a synoptic period of $T \approx 45$ days.

If the value of $A$ lies in one of the intervals between the local extreme of function $V$, three singular points exist in the $x'=0$ axis—two outer points are elliptic and an intermediate point is hyperbolic.\footnote{Note that the singular points will be stationary only in a rotating coordinate system.}

![Fig. 1. Profiles of $-V'$—azimuth velocity (6)—heavy line—and the circulation frequency of fluid particles along closed trajectories $\omega$—fine line—as functions of variable $y'$—at $x'=0$ in the coordinate system rotating with a constant frequency $\Omega=0.14$. The inset with extended vertical coordinate shows the behavior of function $\omega$ in the vicinity of its maximum. Values of the numerical parameters are explained in the comments to Figs. 8 and 9 (see the text).}
The example with $A = 0.92$ (the lower horizontal dashed line in Fig. 1) illustrates such a situation. In this case, there exist two topographic vortices moving along circular trajectories around a common rotation center. Function $\omega$ takes zero values in points lying on the separatrix (including its hyperbolic point) and takes extreme values in the elliptic points of the phase portrait.

The corresponding streamline pattern is given in Fig. 2. Hereafter, the vortices localized in the upper and lower loops of the separatrix will be referred to as inner and outer topographic vortices.

The origination of chaos in non-autonomous systems of the form (8) is closely related to the stability features of the trajectories of individual fluid particles, though these problems are not equivalent (Pierrehumbert and Yang, 1993). The local stability is determined by the eigenvalues of matrix

$$
\begin{pmatrix}
u_x & \nu_y \\ v_x & v_y
\end{pmatrix},
$$
Fig. 3. Examples of periodic trajectories for the same parameters as in Fig. 2 and $v = 8, 2$ for particles from the inner vortex (two trajectories) and $v = \frac{3}{4}$ for a particle from the outer vortex. Markers show the position of the chosen fluid particle after one period: the circle (one) is for the first curve, the triangle (one) is for the second curve, and the squares (four) are for the third curve (the initial point in it occupies the position closest to the center, while the other points alternate cyclically in the anticyclonic direction). The dashed circumference denotes the trajectory of the hyperbolic point of the separatrix.

satisfying the equation $\lambda^2 = \Delta \equiv v_x u_y - u_x v_y$. Calculations, similar to those carried out in Izrailsky et al. (2004), yield the expression

$$\Delta' = -\frac{1}{2r} \frac{dV^2}{dr}. \quad (9)$$

Clearly, the states within the circle $r < r_1$ and outside the circle $r > r_2$ ($r_1$ is the position of the minimum of azimuth velocity, $r_2$ is the position of its maximum) are stable in the linear approximation, while the states in the ring $r_1 < r < r_2$—are unstable (see Fig. 2). The domain of linear instability commonly features chaotization in the vicinity of the separatrix (Kozlov and Koshel, 1999); however, as will be seen below, the trajectories that never come into the instability domain can also have chaotic properties.

When the ratio of the frequency of fluid particle circulation to the frequency of variations in the external flow $v = \omega(r)/\Omega$ is rational, the trajectories of fluid particles are closed and periodical, and hence, theoretically, a denumerable set of periodic solutions can exist.

The motions of fluid particles (even those involved in periodic motions) in the fixed system of coordinates can have complex structure (see Fig. 3, where the initial position of the separatrix is shown for the comparison of the spatial scales).

At the given set of the external parameters, the maximum frequency of the cycle $\max \omega(r) = \omega_{\text{max}} = 1.2412$ is attained in the vicinity of the elliptic point that is closest to the center (Fig. 1), and, thus, $[\nu_{\text{max}}] = [\omega_{\text{max}}/\Omega] = 8$ where the square brackets denote the integral part of the respective expression.
Fig. 3 gives examples of periodic trajectories for the cases of \( \nu = 8, 2 \) and \( \frac{3}{4} \). It is clear (and confirmed by Fig. 3), that when parameter \( \nu \) is an integer, the particle that was on the \( y \)-axis at \( t = 0 \), will return to the initial position within each cycle, and at \( \nu = \frac{3}{4} \) will return in this position only after four periods (that is why the corresponding Poincaré cross-sections for the first two variants contain one point each, and those for the third variant contain four points).

Numerical simulations show that the outer topographic vortex does not contain trajectories with a whole \( \nu \), while in the domain outside of the vortex, the resonance conditions are satisfied only at \( \nu = 1 \) (this is not shown in the figure).

3. Disturbed system

If at least one of the perturbations is nonzero, the stream-function, according to (7), becomes unsteady and chaotic trajectories can appear. This, on the one hand, resembles the situation discussed in Izrailsky et al. (2004), where weak perturbations may cause the formation of a chaotic layer in the vicinity of the separatrix, and, on the other hand, the rotation center can be regarded as an elliptic point of a hypothetic phase portrait with a hyperbolic point at infinity. This determines the origination of nonlinear resonances in the outer domain and in the chaotic domains associated with them (Zaslavsky, 2007; Chirikov, 1979; Koshel and Stepanov, 2006a). The nonlinear resonances appear in the form of vortices-satellites (or stability islands) rotating around a system of vortices trapped by the topography. Thus, two opposite trends can be seen: first, the chaotization of trajectories causes active mixing of fluid particles, and, second, nonlinear resonances facilitate the formation of ordered (coherent) structures.

3.1. Effect of the unsteady character of the external flow perturbation

The distribution of the circulation frequency of fluid particles (Fig. 1), as a function of the distance between the initial position of the trajectory and the rotation center, shows that its derivative within the inner topographic vortex is relatively large, and hence, in accordance with the Chirikov criterion (Chirikov, 1979; Zaslavsky, 2007; Koshel and Stepanov, 2006a), the width of a domain of possible nonlinear resonances should be narrow. By contrast, the derivative of function \( \omega \) should be small for the outer topographic vortex and in the domain beyond the vortex, while the widths of the resonance should be wide.

This is confirmed by Fig. 4a, which shows Poincaré cross-section for a small-amplitude unsteady perturbation of the velocity modulus of the external flow \( (\mu = 0.02) \) with a frequency of \( \omega_0 = \Omega = 0.14 \). Note that hereafter we will construct Poincaré cross-sections in a rotating coordinate system, determining the positions of marker particles with a period of \( T = 2\pi/\kappa \), where \( \kappa = \omega_0 \), if \( \mu \neq 0 \) and \( \kappa = \Omega \) or \( \kappa = 2\Omega \), if \( \mu = 0 \).

Indeed, the chaotization layer in the outer topographic vortex is much wider than in the inner layer, and we have a zone of nonlinear resonance, surrounded by a wide stochastic layer, beyond the separatrix. The latter, in its turn, is surrounded by a chain of nonlinear resonances with a fairly high multiplicity.

4 Hereafter, the width of the domain of the nonlinear resonance will be used to denote the interval between the maximum and minimum frequencies of the trajectories that fill this domain.

5 We will not study the fractal structure of the phase space, since it has been quite well studied (Budyansky et al., 2002, 2004a, b; Zaslavsky, 2007). The manifestations of fractality are typical in our model.
At $\phi_0 = 0$, the domain of external nonlinear resonance in Fig. 4a forms in the vicinity of the trajectory\(^6\) with the rotation frequency $\omega(y'_0) = \kappa = \omega_0$ (point $y'_0$ is marked in Fig. 1 by a dashed vertical segment).

Following Zaslavsky (2007), we will say that the nonlinear resonance established in a trajectory with the rotation frequency of $\omega(y') = (m/n)\kappa$, has a rotation number of $m/n$. The whole variable $n$, equal to the number of islands (elliptic and hyperbolic points) will be referred to as resonance multiplicity,

\(^{6}\)The term trajectory is used here in the meaning of Poincaré cross-section.
and \( m \), i.e., the number of periods during which the trajectory travels over all islands, will be called the *resonance order*. The nonlinear resonance mentioned above has the rotation number of \( \frac{1}{7} \).

The position of elliptic and hyperbolic points of nonlinear resonance is determined by the perturbation phase. As can be seen from Figs. 4b and c, when \( \varphi_0 \neq 0 \), the domain of this nonlinear resonance still overlaps smaller resonances and partially decomposes; the place it occupies in the periphery of the chaotic sea is determined by the phase of the periodic perturbation of the flow. The change in the perturbation phase has a slight effect on the position of the outer topographic vortex.

The comparison of Figs. 4a and 5a allows us to elucidate the role of \( \mu \)—the amplitude of unsteady perturbation: with increasing \( \mu \), the chaoticity domain increases, the regular part of the inner vortex declines, advecting particles almost completely fill the zone of outer topographic vortex, and the domain of the main nonlinear resonance also decreases. This can be explained by an increase in the width and the extent of overlapping of all nonlinear resonances.

Doubling of the frequency of an unsteady perturbation (Fig. 5b) results in a situation with less degree of chaotization in the zones of inner and outer topographic vortices, and a resonance, comprising two vortices, forms in the outer domain instead of the nonlinear resonance \( \frac{1}{7} \). Really, there are no trajectories with the rotation frequency of \( 2\Omega \), and the condition for the formation of the first large nonlinear resonance comprising two vortex domains is fulfilled now on a trajectory with the rotation frequency equal to half the perturbation frequency (the rotation number of \( \frac{1}{7} \)). The latter agrees well with Fig. 1, according to which, at the frequency of \( \omega_0 = 2\Omega \), there is no trajectory with the appropriate rotation frequency below the outer vortex, while the curves cross at the frequency of \( \omega(y'_0) = \omega_0/2 = \Omega \).

Note also that, as follows from formula (7), doubling of the perturbation frequency is equivalent to a small elliptic perturbation of a circular external flow with \( \mu = 0 \) and \( A > B \). Fig. 5c (where \( A/B \approx 1.069 \)) is a confirmation of this effect, showing a virtually analogous structure of Poincaré cross-section.

Until now we have considered the perturbation frequencies that are multiple to the rotation frequency of the external flow \( \Omega \). Let us pass to the more interesting case of arbitrary \( \omega_0 \).

Analysis of Fig. 1 can be of great use for the interpretation of Poincaré cross-sections, since it allows one to predict the main features of the phase portrait of a disturbed system. In this case, we follow the assumption, which was numerically confirmed by Izrailsky et al. (2006), that the conclusions about the position and width of nonlinear resonance domains that were drawn from the analysis of undisturbed frequency \( \omega(y') \) are still valid for nonzero and even sufficiently large perturbations \( \mu \).

Let us consider, for example, horizontal line \( \omega_0 = 0.157 \) (see the inset in Fig. 1). This line crosses (in the outer domain) the curve \( \omega(y') \) in two points—close to the center and further from the center—on the opposite sides of the vertical line \( y'_{\text{max}} = -9.9913 \) such that \( \omega(y'_{\text{max}}) \equiv \omega_{\text{max}} = 0.16699 \). At the frequency under consideration, at least for small perturbations \( \mu \), two nonlinear resonances with rotation numbers of \( \frac{1}{7} \) should be expected to appear. The critical points of the resonance domains should be located at the \( y' \)-axis in the points determined by the appropriate vertical lines in the inset in Fig. 1. Indeed, these conditions are satisfied with a great accuracy for the coordinates of the hyperbolic point of external resonance and the elliptic point of the internal resonance in Fig. 6a, where \( \mu = 0.02 \).

It is clear that, as the perturbation frequency increases, while \( \omega_0 < \omega_{\text{max}} \), the external and internal nonlinear resonances will move closer to one another. It is reasonable to expect that, at some frequency (sufficiently close to the maximum frequency of rotation), the separatrices will reconnect (Howard and Hohs, 1984; del-Castillo-Negrete and Morrison, 1993). A manifestation of this effect is shown in Figs. 6 and 7. These figures show a thin chaotic layer in the vicinity of some separatrices; however, one can easily imagine the situation that will form at weaker perturbations. At the perturbation frequency of \( \omega_0 = 0.157 \),
we see a separatrix, which is quite common for nonlinear resonances and can be regarded as heteroclinic (a more vivid case for resonances $\frac{1}{2}$ will be shown below). Note that an appreciable stochastic layer can be seen only in the vicinity of the internal separatrix. The situation radically changes at $\omega_0 = 0.163$. At this frequency, we see two homoclinic structures, where the separatrices have changed places, and the branches of the initially internal separatrix now embrace the second nonlinear resonance, the branches of
Fig. 6. Poincaré cross-sections at $\Omega = 0.14$, $A = B = 0.92$, $u_0 = v_0$, $\mu = 0.02$, $\varphi_0 = 0$ for the cases: (a) $\omega_0 = 0.157$, (b) $\omega_0 = 0.163$. 
Fig. 7. Poincaré cross-sections at $\Omega = 0.14$, $A = B = 0.92$, $u_0 = v_0 = \varphi_0 = 0$ for the cases: (a) $\mu = 0.02$, $\psi_0 = 0.1601$, (b) $\mu = 0.01$, $\psi_0 = 0.16253$. 
whose separatrix now embrace the central domain. It is interesting that before the reconnect, both singular points of each nonlinear resonance were on the same side of the trajectory, corresponding to the maximum rotation frequency of the undisturbed system. Now, the elliptic points remain in the same position relative to this curve, while the hyperbolic points change places, and, accordingly, the singular points of each resonance are located on different sides of the maximum of rotation frequency (see also the inset to Fig. 1). In these two cases, both before and after the reconnect, there exists a barrier consisting of closed trajectories between nonlinear resonances, and the separatrix chaotic layer is sufficiently clear at the separatrix that leads to the internal hyperbolic point. Numerical calculations show that at \( \mu = 0.01 \), the frequency \( \omega_0 = 0.16253 \) corresponds to a so-called global bifurcation (del-Castillo-Negrete and Morrison, 1993), and the frequency \( \omega_0 = 0.1601 \) corresponds to a global bifurcation at \( \mu = 0.02 \), see Fig. 7. In this case we see a merged separatrix and the maximum width of the stochastic layer at \( \mu = 0.02 \). Thus, a transport passage can form in the vicinity of the global bifurcation frequency, which, as was the case in del-Castillo-Negrete and Morrison (1993), depends on the amplitude of perturbation. Markers can move through this passage from the central domain to the periphery and vice versa. Such passage can form only in the vicinity of the global bifurcation frequency. Zaslavsky (2007) called the effect considered above weak chaos. If we increase the amplitude of perturbation at fixed frequency or change the frequency at fixed amplitude, the passage will disappear. Comparison of Figs. 7a and b illustrates the following dependence: the frequency of global bifurcation decreases with increasing perturbation amplitude. This phenomenon allows a simple explanation. Indeed, an increase in the perturbation amplitude is accompanied by an increase in the width of the nonlinear resonance domain (Zaslavsky, 2007), with the result that the condition of tangency for separatrices is violated. The second cause of the absence of the transport passage far from the bifurcation domain is the fact that small perturbations contribute most to the destruction of the separatrix whose hyperbolic point is sufficiently close to the central domain, i.e., to the domain of strong nonlinearity (see Fig. 1).

Thus, a sufficiently good transport passage can exist only at the parameters corresponding to a global bifurcation. However, the motion of markers from the central domain to the periphery is also possible at sufficiently large amplitude, when the roles of internal and external nonlinear resonances interchange after the reconnect: the new internal resonance is being destroyed, while the new external resonance is being displaced to the periphery. Global chaos forms in this situation. In the case of resonances of the type \( \frac{1}{n} \), the width of resonances can be evaluated based on the frequency by using the so-called “pendulum approximations” method (Zaslavsky, 2007; del-Castillo-Negrete and Morrison, 1993). However, this method is inapplicable in the case of resonances with smaller rotation number, since, unlike del-Castillo-Negrete and Morrison (1993), the change to action angle variables in our model is fairly complicated.

Let us consider the frequencies \( \omega_0 \) that exceed \( \Omega \cdot n = 0.14 \cdot n \) for \( n = 2, 3 \). Clearly the system will not contain resonances of the type of \( \frac{1}{n} \) in this case, since the condition \( \omega_0 > \omega_{\text{max}} \) is valid. However, the line \( \omega_0/n \) can cross the curve \( \omega(y') \) in the external domain on both the left and the right from the maximum. This means that nonlinear resonances comprising \( n \) islands will appear at appropriate distances from the center. With an increase in frequency \( \omega_0 \) the centers of these resonances will approach \( y'_{\text{max}} \) and the domains themselves will first increase and next decrease and, finally, they will disappear at \( \omega/n = \omega_{\text{max}} + \Delta \omega \). Here \( \Delta \omega \) is the width of the domain of the appropriate resonance (Zaslavsky, 2007).

Since the features of the phase portrait at different \( n > 1 \) are qualitatively similar, we consider in detail the case \( \omega_0 \geq 3\Omega \) where \( n = 3 \). The corresponding situation with two groups, each comprising 3 stability islands, is presented in Fig. 8. In general, the scenario is analogous to the case of frequencies close to \( \Omega \).
Fig. 8. Poincaré cross-section at $\Omega = 0.14, A = B = 0.92, u_0 = v_0 = 0, \mu = 0.3, \varphi_0 = 0$ for the cases: (a) $\omega_0 = 0.475$, (b) $\omega_0 = 0.496$, (c) $\omega_0 = 0.530$. 
Thus, in Fig. 8a, the external nonlinear resonance $\frac{1}{3}$, consisting of three vortices, started approaching the internal domain of chaotization, the shape of which is determined by the completely destroyed internal nonlinear resonance $\frac{1}{3}$. However, the external resonance has not been destroyed, since it has not started overlapping with the internal one.

The frequency is higher in Fig. 8b. In this case, the coordinates of the centers of both nonlinear resonance domains are close to the trajectory with the maximum rotation frequency. They are decreasing already, though the area of the chaotization domain is close to the maximum for the case of resonances containing three vortices. This situation illustrates the global chaos that commonly forms at sufficiently large perturbation amplitudes. The figure also shows a reconnect of separatrices—all three vortices of the internal resonance clearly have homoclinic structure. Looking ahead, we note that the decrease in the specified unsteady perturbations by an order of magnitude (Fig. 9) shows that a heteroclinic structure with common hyperbolic points will form at lower frequencies.

In Fig. 8c, where $\omega_0/3 > \omega_{\text{max}}$ (see the appropriate line 0.530/3 in the inset to Fig. 1), the absence of large nonlinear resonances causes a decrease in the chaotization domain. A similar result was obtained in Izrailev et al. (2006), where the disappearance of large nonlinear resonances was also accompanied by a decrease in the degree of chaotization of the vortex domain. In the absence of large nonlinear resonances, resonances with large multiplicity and orders emerged. In this case, the boundary of the chaotization domain passes virtually along the trajectory with the frequency $\omega_{\text{max}}$, around which two chains containing 16 vortices (islands of regular behavior) can be seen. The number of periods for these nonlinear resonances can be readily evaluated. Since $\omega(y') < \omega_{\text{max}}$, then, at $\omega_{\text{max}} = 0.16699$ we have

\[ m = \left\lfloor \frac{16\omega_{\text{max}}}{\omega_0} \right\rfloor = \left\lfloor 5.04 \right\rfloor = 5. \]

Thus, we have two domains of nonlinear resonances with rotation numbers of $\frac{5}{16}$. One of these is located closer to the center, and the second is further from it, but both are localized in the vicinity of the trajectory with the frequency of $\omega_{\text{max}}$. Since the relationship $\frac{5}{16}$ is close to $\frac{1}{3}$, the shape of the chaotic domain resembles a trefoil.

Fig. 9 shows Poincaré cross-sections for a sufficiently small perturbation $\mu = 0.03$, which, on the one hand, provides an appreciable width of nonlinear resonances with a rotation number of $\frac{1}{3}$, and, on the other hand, still does not cause significant destruction of their separatrices (neither because of secondary nonlinear resonances, nor because of overlapping of major resonances). This example is convenient for the analysis of the reconnect of separatrices for the case of $n = 3$.

In Fig. 9a the value of $\omega_0$ is lower than the frequency of global bifurcation, i.e., the distances from the resonance domain centers to the maximum-frequency trajectory is greater than the width of these resonances. As mentioned above, both the internal and external vortex chains have a heteroclinic structure. These structures are separated by a domain of closed curves surrounding the rotation center. At this amplitude, the frequency $\omega_0 = 0.496198$ (Fig. 9b) corresponds to the frequency of the global bifurcation. Here the distance between the centers of the domains of nonlinear resonances and trajectories with maximum rotation frequency is equal to their width; hence the separatrices are tangent and merge to form a single trajectory. At each value of the perturbation amplitude, the corresponding frequency of the global bifurcation is optimal for the transportation of particles from the internal into the external domain, since in this limiting case, there is no barrier between the domains of the internal and external resonances, a situation that creates conditions for the overlapping at an arbitrarily small deviation from this value of the perturbation amplitude.

In the following figure, $\omega_0$ exceeds the global bifurcation frequency, and we see the formation of homoclinic structures, where the separatrix of the internal (external) resonance becomes the external
Fig. 9. Poincaré cross-section at $\Omega = 0.14$, $A = B = 0.92$, $u_0 = v_0 = 0$, $\mu = 0.03$, $\phi_0 = 0$ for the cases: (a) $\omega_0 = 0.494$, (b) $\omega_0 = 0.496198$, (c) $\omega_0 = 0.498$.

The role of the central domain can be distinctly seen here: the two lower vortices of the external resonance have quite standard homoclinic structure, and the upper one is very close to the internal domain, thus creating additional conditions for effective chaotization in the vicinity of its hyperbolic point. Comparing Figs. 9a and c, one can see that, in the bifurcation point, the transformation of both the topological structure of the flow and the configuration of the kinematic barrier in the form of a regular flow takes place.
Note that the chaotic behavior in the vicinity of topographic vortices has qualitative analogues:

- in the problem of the meandering jet stream (del-Castillo-Negrete and Morrison, 1993; Meyers, 1994; Pratt et al., 1995; Lozier et al., 1997; Yuan et al., 2002; Raynal and Wiggins, 2006);
- in the problem of Stokes flow between two cylindrical surfaces (Aref and Balachandar, 1986; Chaiken et al., 1987; Solomon et al., 1994; Meleshko and Aref, 1996; Vainshtein et al., 1996);

We see that the vicinity of the undisturbed trajectory $\omega_{\text{max}}$ plays the same role for the external domain as the elliptic point in the problem of a unidirectional flow (Izrailsky et al., 2006). As the perturbation frequency increases, the nonlinear resonance domains shift toward this trajectory, and after reaching it, they disappear from the system. The general conclusion can be reached that, when perturbations are sufficiently large (global chaos), the maxima of the area of the chaotization domain are attained at frequencies (for the nonlinear resonances of the main series\footnote{The notion of nonlinear resonances of the main series will be given in the following section.}) that are somewhat lower than the maximum rotation frequency $\omega_0 \sim \omega_{\text{max}}/n$. The problem of searching for the perturbation frequency that is optimal for chaotization was posed by Rom-Kedar and Poje (1999). An efficient method for determining the optimal frequencies was proposed by Izrailsky et al. (2006). This method is applicable to this model as well.

The maximum area of the chaos domain here is either equal to the area encompassed by the undisturbed trajectory with maximum rotation frequency, or exceeds it by no more than the width of the nonlinear resonance of the main series (see Fig. 8). Asymptotic estimates and numerical calculations show that, with increasing $m$ and $n$, the width of the nonlinear resonance domain declines faster than $\mu^{1/2}/mn$.

### 3.2. The effect of ellipticity of the external flow

As was mentioned in the discussion of Figs. 5b and c, the effect of weak ellipticity of the external flow manifests itself as a nonlinear resonance of the form $1/2$, which consists of two vortex domains of regular motion in the periphery of the external topographic vortex. A simple explanation was also given there for this result through the use of an evident analogy between the ellipses specified by the values of their semi-axes $A$ and $B$\footnote{In all calculations, we will take $AB = 1$, assuming the conservation of the area of the effective ellipse.} and the ellipses that form because of an unsteady perturbation of an axisymmetrical flow with a frequency of $\omega_0 = 2\Omega$ in (1). An insignificant increase in the eccentricity of the ellipse (or perturbation amplitude) results in the formation of a chain of small vortices (nonlinear resonances) within and on the boundary of the mixing layer that formed instead of the undisturbed separatrix.

As the eccentricity of the ellipse increases, nonlinear resonances are produced by more and more steady trajectories, and the formation of stochastic layers (which later merge) takes place in the vicinity of their separatrices. Thus, we can suppose that the phase portrait will consist of a well mixed core, which may contain small stability islands and may be surrounded by chains of vortices—satellites that form instead of steady trajectories.

Poincaré cross-sections for the cases $A/B = 1.69$ and $A/B = 2.25$ are given in Figs. 10a and b, respectively. It can be seen that only one external topographic vortex persisted in the central domain,
Fig. 10. Poincaré cross-section at $\Omega = 0.14$, $u_0 = v_0 = \mu = \omega_0 = \varphi_0 = 0$ for the cases: (a) $A = 0.92 \cdot 1.3$, $B = 0.92/1.3$; (b) $A = 0.92 \cdot 1.5$, $B = 0.92/1.5$.
while the internal vortex was completely destroyed. Indeed, as was noted above, nonlinear resonances with a multiplicity of 1 and an order from 1 to 8 can theoretically form in the internal vortex. The corresponding domains are fairly wide and, in the case of sufficiently large ellipticity, they overlap. In this case, the trajectories become chaotic in accordance with Chirikov’s criterion. The largest resonance in the external vortex has the rotation number of $\frac{1}{7}$, and its width is insufficient to cover the entire vortex domain. The resonance domains of higher orders have even smaller widths.

At $\Omega = 0.14$, when $\omega_{\max} = 0.16699$, the sequence of inequalities can be readily obtained

$$0.595 = \frac{\omega_{\max}}{2\Omega} \geq \frac{m}{n} = \left[ \frac{\omega}{\omega_0} \right] > \frac{\Omega}{2\Omega} = 0.5.$$  

(10)

Since the analysis of nonlinear resonances is commonly based on the methods of averaging over fast oscillations (Chirikov, 1979; Zaslavsky, 2007), it is clear that the greater the $m$, the lesser the width of the corresponding nonlinear resonance. Let us introduce the notion of the main series of nonlinear resonances. This notion will include the nonlinear resonances from the external domain (outside of the separatrix) for which the rotation number falls within interval (10) for the given $n$ and minimal $m$. These resonances are the widest, and, overlapping one another, they determine the chaotization of the phase space.

Fig. 10 shows that the width of the resonances that do not belong to the main series is so small, that they are irresolvable at a large distance from the center at our discretization accuracy, while the resonances with large $m$ that fall within interval (10) are sufficiently small to have a significant effect on the overall picture. This accounts for the formation of resonances of the main series $\frac{4}{7}$ and $\frac{5}{7}$ shown in Fig. 10a. The resonances $\frac{2}{7}$, $\frac{1}{7}$ and $\frac{2}{7}$ cannot form. The resonance $\frac{3}{5}$, which forms in the trajectory with the rotation frequency of $0.6 \cdot 2\Omega$ (which is sufficiently close to the boundary value $0.595 \cdot 2\Omega$), goes beyond the limits (10), though it has some effect on the behavior of trajectories—the boundary of the chaotization domain has distinct pentagonal symmetry.

As mentioned above, the width of resonances rapidly declines with increasing $n$. Thus, we can already characterize the standard chaotization scenario of the external domain, which is realized at all types of perturbations with some deviations that do not affect its general character. The increase in the perturbation amplitude (the eccentricity of the ellipse) is accompanied by the extension of the domain of the last destroyed nonlinear resonance, which determines the external boundary of the zone of chaotic behavior of trajectories. The resonances of the main series, which follow this resonance and correspond to larger $n$ values, also extend and become visible. The largest among them in Fig. 10a are resonances containing 7 and 9 vortices. At the further growth of the perturbation amplitude, the boundary of the irregular-behavior domain overlaps the nearest nonlinear-resonance domain, and now the shape of the boundary of chaotization domain is determined by the order of this resonance.

Thus, Fig. 10b gives the situation preceding the absorption of a resonance consisting of nine islands. The previous resonance consisting of seven islands is already completely destroyed and absorbed by the domain of irregular behavior. The resonance consisting of nine islands has already started the destruction because of overlapping with smaller resonances that do not belong to the main series and secondary resonances that form because of the interaction between the primary ones (Zaslavsky, 2007). However, the domain of the resonance is still isolated from the main chaotic domain by chains of smaller resonances and KAM-tori. The stochastic layer in the vicinity of the separatrix of the 11-vortex nonlinear resonance is too small to resolve.
Note an interesting feature: almost all resonances with even orders are very small and have virtually no effect on the structure of the phase portrait; the only exception is the resonance $\frac{1}{2}$.

Fig. 11a, where $A/B = 2.56$, illustrates the beginning of the process of merging of the resonance $\frac{5}{9}$ with the main domain of irregular behavior. The extended stochastic layer in the vicinity of the separatrix of this resonance has merged with the stochastic sea of the main chaotic-behavior domain; however, the chain of nine vortices has not been destroyed completely. As the perturbation amplitude increases further, the process reiterates with vortex chains of greater multiplicity, so that a chain of 17 vortices is in such situation in Fig. 11b.

This variant can be considered limiting in some sense, since at $A \gg 1$, $AB = \text{const}$, the external flow is in essence an alternating zonal flow (along the $y'$ coordinate). In this case, the transitional character of the flow manifests itself in the appearance of two elongated topographic vortices in the central domain.

3.3. The effect of the irrotational component of the external flow

Taking into account the nonzero values of $u_0$ and $v_0$, according to (1), allows one to study the role of the irrotational components of the external flow in the zonal and meridional directions, respectively. However, since all directions in $f$-plane are equivalent, we can assume that $u_0 \neq 0, v_0 = 0$ without loss of generality.

When $A = B = \mu = 0$, the flow in the vicinity of the elevation is regular, and its specific features have been studied well (Huppert and Bryan, 1976; Kozlov and Sokolovskiy, 1980). At $\mu \ll 1$ and “cylindrical” (i.e., depending only on one horizontal coordinate) no chaotization will also exist in the irregularities of the bottom relief (Kozlov and Sokolovskiy, 1980, 1981).

In this section, we will study some features of the effect of the nonsteady irrotational component with the assumption that

$$A = B = v_0 = 0.$$  

In this case, the expression for stream-function (1) can be written as

$$\Psi(r, \varphi, t) = \Psi_0(r) + u(t) \Psi_1(r, \varphi, t),$$  (11)

where

$$\Psi_0(r) = \int_0^r V(\rho) \, d\rho, \quad \Psi_1(r, \varphi, t) = -r \sin \varphi, \quad u(t) = u_0[1 + \mu \cos(\omega_0 t + \varphi_0)],$$  (12)

and $(r, \varphi)$ are polar coordinates.

Let us consider the case $u(t), \dot{u}(t) \ll 1$, where, on the one hand, the effect of the topographic trapping is the strongest, and, on the other hand, $u(t)$ can be used as a small parameter for asymptotic analysis.

Unlike the case considered above, we can introduce here the action-angle variables $(I, \varphi)$, where $I = r^2/2$. Now instead of (11) and (12) we have

$$\Psi(I, \varphi, t) = \Psi_0(I) + u(t) \Psi_1(I, \varphi), \quad \Psi_0(I) = \int_0^{\sqrt{2I}} V(\rho) \, d\rho, \quad \Psi_1(I, \varphi) = -\sqrt{2I} \sin \varphi.$$  (13)
Fig. 11. Poincaré cross-section at $\Omega = 0.14$, $u_0 = v_0 = \mu = \omega_0 = \varphi_0 = 0$ for the cases: (a) $A = 0.92 \cdot 1.6$, $B = 0.92/1.6$; (b) $A = 0.92 \cdot 2$, $B = 0.92/2$. 
The equations of motion in a zero approximation take the form

\[
\frac{dI}{dt} = -\frac{\partial \Psi_0}{\partial \phi} = 0, \quad \frac{d\phi}{dt} = \frac{\partial \Psi_0}{\partial I},
\]

from where we obtain

\[
\omega(I) = \frac{V(I)}{\sqrt{2I}}. \tag{15}
\]

The dependence (15) adequately approximates the rotation frequency of a fluid particle (found numerically) everywhere except for the vicinity of the separatrix. Both dependencies are given in Fig. 12 by the full and dashed lines, respectively.

Following Lichtenberg and Lieberman (1983), Landau and Lifshits (2004), Zaslavsky (2007), and taking \( t \) as a parameter, we introduce new variables \((J, \psi)\) with the use of generating function \( S(J, \phi) \), which as a first approximation has the form

\[
S(J, \phi) = J\phi + u(t)S_1(J, \phi) + \cdots. \tag{16}
\]
For the new stream-function (Hamiltonian) we have with the same accuracy:
\[
\overline{\psi}(J, \psi) = \overline{\psi}_0(J) + u(t) \overline{\psi}_1(J, \psi) + \ldots \tag{17}
\]
and
\[
I = J + u(t) \frac{\partial S_1(J, \psi)}{\partial \psi} + \ldots,
\]
\[
\varphi = \psi - u(t) \frac{\partial S_1(J, \psi)}{\partial J} + \ldots. \tag{18}
\]

Using (18) and (15), we obtain instead of (17) the following equation:
\[
\overline{\psi}(J, \psi) = \overline{\psi}_0(J) + u(t) \left[ \omega(J) \frac{\partial S_1(J, \psi)}{\partial \psi} + \Psi_1(J, \psi) \right] + \frac{du(t)}{dt} S_1(J, \psi) + \ldots. \tag{19}
\]

The specific form of function \( S_1(J, \psi) \) is chosen from the condition of independence of the steady component of the Hamiltonian of \( \psi \):
\[
\langle u(t) \left[ \omega(J) \frac{\partial S_1(J, \psi)}{\partial \psi} + \Psi_1(J, \psi) \right] + \frac{du(t)}{dt} S_1(J, \psi) \rangle = 0,
\]
where \( \langle \ldots \rangle \) denotes time averaging. From the latter relationship, we obtain the equation for the generating function:
\[
\omega(J) \frac{\partial S_1(J, \psi)}{\partial \psi} = -\Psi_1(J, \psi) = \sqrt{2J} \sin \psi,
\]
from where it follows:
\[
S_1(J, \psi) = -\frac{\sqrt{2J}}{\omega(J)} \cos \psi. \tag{20}
\]

And, thus,
\[
\overline{\psi}(J, \psi) = \overline{\psi}_0(J) + \frac{du(t)}{dt} \frac{\sqrt{2J}}{\omega(J)} \cos \psi \]
\[
= \int_0^{\sqrt{2J}} V(\rho) d\rho + u_0 \mu \omega_0 \frac{\sqrt{2J}}{\omega(J)} \sin(\omega_0 t + \varphi_0) \cos \psi. \tag{21}
\]

To assess the width of the resonance \( \frac{1}{\omega_0} \), following Zaslavsky (2007), we write equations of motion in terms of the Hamiltonian (21)
\[
\dot{j} = u_0 \mu \omega_0 \frac{\sqrt{2J}}{2\omega(J)} \left[ \cos(\psi - \omega_0 t - \varphi_0) + \cos(\psi + \omega_0 + \varphi_0) \right],
\]
\[
\dot{\psi} = \omega(J) + u_0 \mu \omega_0 \frac{\partial}{\partial J} \left[ \frac{\sqrt{2J}}{\omega(J)} \right] \sin(\omega_0 t + \varphi_0) \cos \psi. \tag{22}
\]
Suppose that variable $J$ has a resonance value $J_1$, then, in the vicinity of this resonance we have
\[ |\Delta J| = |J - J_1| \ll 1 \quad \text{and} \quad |\psi - \omega_0 t| \approx |\omega(J_1) - \omega_0| t \ll 1. \]

Omitting the rapidly oscillating term in the first equation and the term of the order of $u_0$ in the second equation of (22), we obtain as a first approximation with respect to $\Delta J$
\[ \dot{J} = u_0 \omega_0 \frac{\sqrt{2J_1}}{2 \omega(J_1)} \cos(\psi - \omega_0 t - \varphi_0), \]
\[ \dot{\psi} = \omega(J_1) + \frac{d\omega(J_1)}{dJ} \Delta J. \quad (23) \]

Since the condition of resonance yields $\omega_0 = \omega(J_1)$, Eq. (23) can be written in the simplified form
\[ \Delta \dot{J} = -u_0 \frac{\mu}{2} \sqrt{2J_1} \sin \phi, \]
\[ \dot{\phi} = \frac{d\omega(J_1)}{dJ} \Delta J, \quad (24) \]
where the slow angular variable
\[ \phi = \psi - \omega_0 t - \varphi_0 + \frac{\pi}{2} \]
is introduced.

The system of equations (24) correspond to the effective Hamiltonian
\[ \tilde{\Psi} = \frac{1}{2} \frac{d\omega(J_1)}{dJ} (\Delta J)^2 - u_0 \mu \sqrt{\frac{J_1}{2}} \cos \phi, \quad (25) \]
which describes the dynamics of the system in the vicinity of the resonance $\frac{1}{2}$ in terms of canonically conjugate variables ($\Delta J$, $\phi$).

Using the Zaslavsky (2007) method, we obtain from (25) estimates for the width of the resonance over the frequency
\[ \Delta \omega(J_1) \sim \sqrt{u_0 \mu} \sqrt{\frac{J_1}{2}} \frac{d\omega(J_1)}{dJ}. \quad (26) \]
and the action
\[ \Delta J_1 \sim \sqrt{\frac{u_0 \mu \sqrt{2J_1}}{d\omega(J_1)/dJ}}. \quad (27) \]

Let us denote the distance between the centers of the resonance domains $\frac{1}{2}$ and $\frac{1}{2}$ by $\delta J$. Expanding the approximate equality
\[ \omega(J_1 + \delta J) \approx \frac{\omega_0}{2} \approx \frac{\omega(J_1)}{2}, \]
in $\delta J$ we obtain the estimate
\[ |\delta J| \sim \left| \frac{\omega(J_1)}{2(\omega(J_1)/dJ)} \right|. \quad (28) \]
For the analysis of the degree of chaotization of the phase space in the vicinity of the nonlinear resonance $\frac{1}{2}$, it is helpful to introduce the function of ratio of half of its width in terms of action to the distance between the centers of the resonance domains $\frac{1}{2}$ and $\frac{1}{2}$, which will be used as a very rough substitution of Chirikov criterion (Chirikov, 1979):

$$K_c = \frac{\Delta J}{2 \delta J} \sim \sqrt{\frac{u_0 \mu \sqrt{2} J_1 \omega_0 (J_1) / dJ}{\omega^2 (J_1)}}. \quad (29)$$

To assess the width of the resonance domains with high multiplicities, following Lichtenberg and Lieberman (1983) and expanding $S(J, \psi, t)$, we write

$$\overline{\Psi}_0 (J, \psi) = \Psi_0 (J) + \sum_{m, n} \frac{1}{n!} \frac{\partial^n \Psi_0}{\partial J^n} \left[ u^m (t) \frac{\partial S_m}{\partial \psi} \right]^n,$$

$$\overline{\Psi}_1 (J, \psi, t) = \Psi_1 (J, \psi) + \sum_{m, n} \frac{1}{n!} \frac{\partial^n \Psi_1}{\partial J^n} \left[ u^m (t) \frac{\partial S_m}{\partial \psi} \right]^n. \quad (30)$$

Since our prime interest is in the amplitudes of nonlinear resonances with the accuracy to the least order with respect to $u(t)$, we pass, by analogy with the above reasoning, to the system

$$\overline{\Psi}_0 (J, \psi) = \Psi_0 (J) + \sum_n \frac{1}{n!} \frac{\partial^n \Psi_0}{\partial J^n} \left[ u(t) \frac{\partial S_1}{\partial \psi} \right]^n,$$

$$\overline{\Psi}_1 (J, \psi, t) = \Psi_1 (J, \psi). \quad (31)$$

Thus, the Hamiltonian

$$\overline{H} (J, \psi, t) = H_0 (J) + u(t) \Psi_1 (J, \psi) + \sum_n \frac{1}{n!} \frac{\partial^n \Psi_0}{\partial J^n} \left[ u(t) \frac{\partial S_1}{\partial \psi} \right]^n + \dot{u}(t) S_1 \quad (32)$$

will account for all terms of lower order with respect to $u(t)$ for rotation numbers $1/n$.

For the resonances in the main series, only the terms multiple to odd powers of $n$ should be preserved in expressions for $u^n (t)$, since only these expansions contain the first power of $\cos(\omega_0 t + \phi_0)$. Let us represent $u^n (t)$ as

$$u^n = u_0^n \sum_{j=0}^{[n/2]} C_n^2 j + 1 \mu^2 j + 1 \cos^2 j + 1 (\omega_0 t + \phi_0)$$

$$= u_0^n \mu \cos(\omega_0 t + \phi_0) \Phi_n (\mu), \quad (33)$$
where
\[ \phi_n(\mu) = \sum_{j=0}^{\lfloor n/2 \rfloor} C_n^{2j+1} C_j^{2j+1} \left( \frac{\mu}{2} \right)^{2j}, \]

\([A]\) is the integer part of \(A\), and \(C_i^j\) are binomial coefficients.

Considering (20) and (33) and averaging (Lichtenberg and Lieberman, 1983; Zaslavsky, 2007), we obtain

\[ \overline{\Psi}(J, \psi, t; n) = \Psi_0(J) - u_0^n \mu \Phi_n(\mu) \frac{(-1)^{(3n-1)/2}}{2^{n-1}n!} \frac{\partial^n \Psi_0}{\partial J^n} \left[ \frac{\sqrt{2J}}{\omega(J)} \right]^n \cos(\omega_0 t + \varphi_0) \sin(n\psi) \]  

(34)

for the resonance \(1/n\) \((n = 3, 5, \ldots)\) instead of (32).

Further, by analogy with (25), we obtain the expression for the effective Hamiltonian

\[ \overline{\Psi}(\Delta J, \phi, t; n) = \frac{1}{2} \frac{d\omega(J_n)}{dJ} (\Delta J)^2 - u_0^n \mu \Phi_n(\mu) \frac{(-1)^{(3n-1)/2}}{2^{n-1}n!} \frac{d^{n-1} \omega(J_n)}{dJ^{n-1}} \left[ \frac{\sqrt{2J_n}}{\omega(J_n)} \right]^n \cos \phi_n, \]  

(35)

where

\[ \phi_n = n\psi - \omega_0 t - \varphi_0 + \frac{\pi}{2}. \]

Now, using the expression (35), we obtain estimates for the width of the domain of the resonance with multiplicity \(n\) in terms of frequency

\[ \Delta \omega(J_n) = \sqrt{u_0^n \mu \Phi_n(\mu) \frac{(-1)^{(3n-1)/2}}{2^{n-1}n!} \frac{d\omega(J_n)}{dJ} \frac{d^{n-1} \omega(J_n)}{dJ^{n-1}} \left[ \frac{\sqrt{2J_n}}{\omega(J_n)} \right]^n} \]  

(36)

and in terms of action

\[ \Delta J_n = \sqrt{u_0^n \mu \Phi_n(\mu) \frac{d^{n-1} \omega(J_n)}{dJ^{n-1}} \left( \frac{\sqrt{2J_n}}{\omega(J_n)} \right)^n}. \]

The distance between the centers of the domains of the nonlinear resonances \(1/n\) and \(1/(n + 2)\) with odd \(n\) can now be estimated as

\[ |\delta J| \sim \left| \frac{2 \omega(J_n)}{(n + 2) \frac{d\omega(J_n)}{dJ}} \right|, \]

and we obtain the estimate for the ratio analogous to (29)

\[ K_c = \frac{\Delta J}{2 \delta J} \sim \sqrt{\frac{(n + 2)^2 u_0^n \mu \Phi(\mu) \left( \frac{d^{n-1} \omega(J_n)}{dJ^{n-1}} \right) \left( \frac{d \omega(J_n)}{dJ} \right) \left( \frac{\sqrt{2J_n}}{\omega(J_n)} \right)^n}{2^{n-1}n! (2 \omega(J_1))^2}}. \]  

(37)

Fig. 12 gives dependencies of \(K_c\) on \(y\) for the specified values of perturbation frequencies. These dependencies were constructed in the following manner: (i) resonance values of the action variable were found from equation \(\omega(J_n) = \omega_0 / n\) for each \(\omega_0\), (ii) obtained values were used to determine the appropriate
values of $y$ at $x = 0$, (iii) formula (37) was used to calculate the ratios $K_c$ as functions of $y$, (iv) curves were drawn on plane $(y, K_c)$ through the points thus obtained.

The exceedance of the level of 1 by the curve $K_c(n, J_n(\omega_0))$ implies that the resonance of multiplicity $n$ completely overlaps the resonance of multiplicity $n + 2$, which (being narrower) destroys the resonance of multiplicity $n$ only partially. On the other hand, the width of the resonance domain $n - 2$ is not sufficient for its destruction, since the condition $K_c < 1$ is valid for it. As it was shown above, resonances with even multiplicities have higher order in terms of $u_0$ and do not play any significant part.

Fig. 12 also shows the dependence of $K_c$ on $y$ for the resonance with the rotation number of $1 \over 1$, calculated by using the formula (29). The overlapping criterion for the resonance $1 \over 1$ was calculated with allowance made for the role of $1 \over 2$, i.e., the only even resonance that appears in this system.

These relationships for the overlapping criterion allow us to analyze the specific features of chaotization of the phase space for different perturbation frequencies. Fig. 13 gives Poincaré cross-sections calculated for four characteristic values of the perturbation frequency (corresponding to the curves in Fig. 12).

As can be seen from Fig. 12, at the perturbation frequency of $\omega_0 = 0.5$ the criterion values within the interval $y \subset [-10; -5]$ are rather low, which determines the regular character of trajectories. This is confirmed by the appropriate Poincaré cross-section (Fig. 13a). The extent of overlapping increases beyond this interval, and clearly, the chaotization of trajectories takes place. However, since the extent of overlapping at small $y$ does not reach the critical value, the resonances in this domain do not overlap completely. A regular behavior can be expected within linear stability domains (the unit circumference in Poincaré cross-sections). The regularity in this domain can be more reliably identified with the use of cumulative Lyapunov indices (Pierrehumbert, 1991a). According to (9) (see also Izrailsky et al., 2004), the eigenvalues of the linearized matrix can be expressed in a zero approximation in terms of the azimuth velocity:

$$
\lambda_{1,2} = \pm i \sqrt{\frac{1}{r} \frac{dV^2(r)}{dr}}.
$$

Clearly, the cumulative Lyapunov indices will be imaginary within the linear-stability domain. Obviously, the disturbed trajectories can leave this domain and, hence, accumulate positive values of indices at relatively low perturbations. This mechanism accounts for the chaotization of a small part of the stability domain in the vicinity of the boundary.

According to (38), the derivative of the azimuth velocity changes its sign outside of the linear-stability domain, and the accumulated indices become real. However, as the derivative is small, they are not large. Thus, the chaotization in the vicinity of the linear-stability domain should be weak. This can be also seen from the decreasing values of the overlapping criterion for the resonance $1 \over 1$ as the stability domain is approached (the perturbation frequency increases). As a first approximation, the accumulated indices are small even at sufficiently large $r$, since the derivative of the azimuth velocity decreases as $r^{-2}$. The proposed criterion yields qualitatively similar result. However, it is worth mentioning that our estimates are inapplicable in the vicinity of the separatrix, though, as we can see, they adequately reflect the trend.

The chaotization can be seen to increase in the vicinity of the linear-stability domain, but it decreases as the boundary is approached. The motions are regular within the domain. Chaotization can also be seen near the separatrix, though the overlapping criterion allows its boundary to be determined only approximately.
Fig. 13. Poincaré cross-section at $\Omega = 0$, $A = B = 0$, $u_0 = 0.092$, $v_0 = 0$, $\mu = 0.9$, $\varphi_0 = 0$ for the cases: (a) $\omega_0 = 0.5$, (b) $\omega_0 = 0.4$, (c) $\omega_0 = 0.35$, (d) $\omega_0 = 0.25$. 
Further we will consider the case of perturbation frequency of 0.4, which is of special interest in some sense. In accordance with the criterion, we see a considerable overlapping of resonances in the stability domain. However, the critical value is not reached here, therefore the resonance of the form $\frac{1}{2}$ is not destroyed completely. At the same time, the ratio $K_c$ cannot predict the destruction of the resonance $\frac{1}{1}$, since this requires the use of a criterion based on the width of the domain of the resonance $\frac{1}{2}$.

The values of the criterion decrease with the distance from the center, and we can see a decrease in the extent of overlapping (chaotization). In the domain of minimum overlapping, we can speak about a stochastic web, since we have thin stochastic layers in the vicinity of the separatrices of nonlinear resonances, which, however, do not overlap. Two interesting phenomena can be seen in this case: dynamic traps and Levy flights (Budyansky et al., 2004a). Detailed analysis of the behavior of a marker that was initially placed in the vicinity of the stability domain shows that it will quickly reach the domain of stochastic web. Indeed, the extent of resonance overlapping within the interval from $y = -2$ to $y = -5$ is quite large, and the islands of regular behavior are separated by large intervals through which the marker can easily move into the external domain. A dark belt can be distinctly seen in the vicinity of the resonance $\frac{1}{9}$ about $y = -5.5$ in Fig. 13b. This belt indicates that the trajectory adheres to this chain of islands, i.e., there are a trap and, accordingly, Levy’s flights here. Nevertheless, after some time, the marker moves further and stays for a long time in the domain before a slightly permeable barrier (about $y = -8$), where the stochastic web becomes very thin. Here, the probability for the marker to diffuse into the external domain is small. This is the second trap, though of somewhat different type: the markers become entangled between several nonlinear resonances and rarely penetrate through thin spaces. Levy’s flights can also be seen here, though we will not study these in detail. After the penetration through the barrier, the marker adheres to the least destroyed resonance, which maintains the barrier from outside. This is the third trap. Next the particle becomes entangled between partially destroyed resonances in the domain roughly from $y = -9$ to 11. Since the overlapping criterion predicts an increase in the chaotization extent when approaching the separatrix, as is typical of dynamic systems, the marker, after leaving the last trap, rapidly penetrates into the flow-through domain.

Thus, in this case we see the possibility of transport from the vortex center into the flow-through domain; however, because of the presence of at least three traps, the washing-out process is quite slow and is accompanied by intense mixing. It is likely that the criterion value of 0.5 is close to the boundary at which the transport barrier forms. This value corresponds to a weakly permeable domain. A slight drop in it is accompanied by the formation of a KAM-torus, which serves as an impermeable barrier for particle transport.

At high values of the overlapping criterion, the stochastic web near the barrier starts extending. This situation is illustrated by Fig. 13c, where the perturbation frequency is 0.35. According to the criterion, all resonances in the main series, except for $\frac{1}{1}$ should be destroyed, as is the case in the appropriate Poincaré cross-sections. In this situation, the transport of solute from the center of the vortex domain into the flow-through zone becomes quite effective. It is important that the vortex domain is filled with a much higher density then in the case of perturbation frequency of 0.25 (Fig. 13d). This effect is quite explicable: the value of the overlapping criterion either slightly exceeds the critical value or is somewhat less than that, and markers are retained in the vicinity of the stability islands, though not for a long time. As the perturbation frequency decreases further, the minimum value of the overlapping criterion grows substantially above the critical value, and the degree of chaotization increases. As the separatrix is approached, twofold or even greater overlapping of resonances can be expected. Indeed, we can see
much faster export of markers in Fig. 13d (the number of points in the vortex domain is much less). The perturbation frequency of 0.25 can be regarded as optimal for transport, since, in this case, the maximum part of the vortex domain is ventilated. In accordance with the criterion, the overlapping of resonances will increase with a further decrease in the perturbation frequency. This results in a much faster washing out of markers (Kozlov et al., 2005; Izrailsky et al., 2004). The resonance domain $\frac{1}{1}$ will shift even further from the center, however, the widths of the resonance domains of higher orders ($\frac{2}{1}$, $\frac{3}{1}$, $\frac{3}{2}$, etc.) are not sufficiently large for chaotization. As a result, the central regularity domain will extend. This reasoning is confirmed by numerical calculations.

An interesting feature of the last Poincaré cross-section is the fact that it demonstrates a persistent diversity of the homoclinic structure, where the boundary between the vortex and external flow domains reflects the structure of lobes (Wiggins, 2005). Moreover, weakly pronounced manifestations of unstable diversity can be seen in the vicinity of the hyperbolic point. The size of lobes, which increases with decreasing frequency, illustrates the fact (Zaslavsky, 2007) that the small parameter in the application of Melnikov theory is the ratio of the perturbation amplitude to the frequency, rather than the amplitude itself.

Thus, at the given type of dependence of the rotation frequency on the action variable, where the dependence contains a sufficiently long gentle segment in the vicinity of the separatrix, the system has five critical frequencies of perturbation:

- The first frequency corresponds to the beginning of the penetration of the resonance $\frac{1}{1}$ into the central domain of regular behavior; this frequency is equal to $\omega_01 = 1 - \Delta \omega(J1)$ at $J1$ offset from the boundary by the distance equal to the width of the domain of the resonance $\frac{1}{1}$. This frequency corresponds to the maximum destruction of the central domain of regular behavior. At $\omega = \omega_01$, the chaotic domain surrounding the center is sufficiently narrow, and the motions in the most of the vortex domain are regular.
- The second critical frequency corresponds to the critical value of 1 of the overlapping criterion for the resonance $\frac{1}{1}$. As the frequency increases further, curve $K_0$ starts declining and we enter the vicinity of the linear stability domain, which corresponds to small values of cumulative Lyapunov indices (38). As the frequency increases even further, more nonlinear resonances with sufficiently small $n$ fall within the domain of small Lyapunov indices, and the resonances that follow them will have an ever decreasing width in accordance with the estimate (36). When the value $\omega_02 \approx 0.4$ is attained, the external boundary of the chaos domain starts shrinking rapidly.
- The third frequency determines the disappearance of the last KAM-torus that separates the center of the vortex and the vicinity of the separatrix. The minimum value of $K_0$ at this frequency exceeds the value of 0.45, which corresponds to the condition of the complete absence of resonance overlapping. In our case, this frequency is somewhat greater than $\omega_02$. Thus, the transport from the vortex center into the flow-through domain becomes possible at $\omega_03 > 0.4$.
- The following critical frequency corresponds to the bifurcation frequency of global chaos: $\omega_04 \approx 0.3$. At this frequency the minimum value of the overlapping criterion exceeds the value of 1.0, which corresponds to the complete overlapping of resonances. This is the situation when a large number of regular-behavior islands disappear and the area of the chaotization domain approaches its maximum.
- And, finally, the last frequency corresponds to the maximum area of the chaos domain. In this case, $\omega_05 = \omega_{opt} \approx 0.25$, and there appears a balance between the area of the central domain of regular behavior (which somewhat increases as compared with the minimum value because the $\frac{1}{1}$ resonance
domain, which destroys its vicinity, moves further from it) and the area of the regular-behavior island of this resonance. The point is that, with increasing distance from the regular-behavior domain, this resonance starts extending in accordance with estimate (26) with the result that its destruction becomes stronger. When the total area of these regularity domains is minimum, the area of the chaotic sea domain becomes maximum. As an approximation, we can assume that the plateau in the frequency interval from 0.2 to 0.3 corresponds to the maximum chaotization of the phase space.

All these frequencies for Hamiltonians with such frequency characteristic can be found with the use of the proposed overlapping criterion. To do this, we need to know two critical values: the value 1 corresponds to the complete destruction of the resonance that follows the one for which the resonance criterion is evaluated, and the value 0.45 corresponds to the complete absence of overlapping in the minimum. These values were actually obtained from the analysis of Poincaré cross-section. The more accurate determination of critical frequencies requires the use of Chirikov criterion with the involvement of the widths of domains of both resonances, the thicknesses of their stochastic layers, and, maybe, the contribution of higher order resonances and even resonances. In fact, it will be sufficient to take into account both widths of the resonance domains in the main series.

Let us consider the mechanisms that govern the behavior of curves \( K_c \). The most important is the domain between \( y = -5 \) and \( -10 \), where both the rotation frequency of particles and its derivative with respect to the action variable are sufficiently small. According to the estimated distances between the centers of resonance domains, they are widely spaced in this interval. On the other hand, the widths of resonance domains rapidly decrease with increasing \( n \). Thus, there exists a resonance number \( n = n^* \) in this domain, starting from which the resonance width is not sufficient for resonances to overlap.

The nonlinearity increases and the distance between resonances decreases in the vicinity of the separatrix (a denumerable number of resonances must exist within the limited interval in separatrix vicinity), i.e., the resonances will again overlap beyond certain distance from the separatrix (this distance can be exponentially small at high frequencies, Neishtadt, 1975, 1984).

Now let us consider the dependence of resonance overlapping on the perturbation frequency. When frequencies are sufficiently high, the domains of resonances with low multiplicities approach the center of the vortex. Therefore, resonances with sufficiently large \( n \) and a relatively small width fall within the interval from \( y = -5 \) to \( -10 \). Thus, we can see here either regular or stochastic behavior. As the perturbation frequency decreases, the resonance domains with large \( n \) shift toward the separatrix and the resonances with lesser \( n \) and larger width occupy their place, so the domain of regular behavior shrinks.

Now let us consider the case when the external flow velocity cannot be considered small. The dependence of the rotation frequency on the distance from the elliptic point for \( u_0 = 0.85 \) is also given in Fig. 12. Since the derivative of this function is sufficiently large almost everywhere, the situation should resemble the one we have in the previous case in the vicinity of the vortex center. Let us consider some examples of Poincaré cross-sections (Fig. 14) for velocity \( u_0 = 0.85 \). The characteristic features of the dependence \( \omega(y') \) are, on the one hand, the small volume of phase space in terms of frequency and action and, on the other hand, the large values of the derivative of the rotation frequency with respect to action, which increase up to infinity with approaching the separatrix. When the perturbation frequency is small, the largest nonlinear resonance \( n \) lies far enough from the vortex center and has a moderate width, since the derivative of the rotation frequency is large. For the same reason, the distance between the resonances in the main series is sufficiently large (greater than the width of the resonance domain). It can be expected that a stochastic layer will appear in the vicinity of separatrix and a sufficiently large regular domain will
appear in the vicinity of the center. The size of the regular domain is determined by the position of the resonance $\frac{1}{1}$, since resonances $m/1$ are sufficiently narrow and lie in the domain close to the boundary of linear stability. This is the situation we see in Fig. 14a. Starting from the position in the domain of the resonance $\frac{1}{1}$ and up to the separatrix, markers are rapidly carried out into the external flow domain, while the regular domain contains resonances $\frac{2}{1}$—from one island, and $\frac{3}{2}$—from two islands, the widths of...
which are not sufficient for overlapping. Therefore, the behavior of trajectories here is regular. Note that the boundary between the chaotic layer and the regular domain is very abrupt, which is due to the large derivative of the rotation frequency with respect to action. With increasing perturbation frequency, the domain of the resonance \( \frac{1}{3} \) approaches the center of the vortex and extends, while the regularity domain shrinks. It is significant that the distance between the resonances \( \frac{1}{5} \) and \( \frac{1}{7} \) is relatively large; therefore, the former is not destroyed until it is absorbed by the linear stability domain.

Figs. 14b–d show the process of the domain of the resonance \( \frac{1}{4} \) approaching the domain of linear stability, which is being destroyed by this resonance, first, partially and next completely. Thus, with the given dependence of frequency on action, there exists only one critical frequency that can be roughly taken as the frequency corresponding to the position of the nonlinear resonance domain such that its distance from the boundary of the linear stability zone is equal to its width. The interval of perturbation frequencies \([0.85, 1]\) can be considered optimal for the chaotization of the vortex domain. In this case, the boundary of the linear stability domain \((y = -1)\) corresponds to the frequency of 0.9. The frequency further increasing, the largest resonance \( \frac{1}{4} \) disappears from the system (Fig. 14d), and the fractional resonances \( \frac{5}{6}, \frac{4}{5}, \frac{3}{4} \) appear, consisting of 6, 5, and 4 islands, respectively. The width of these resonances is insufficient for their overlap. The boundary of the chaotic domain was determined by the position of the next main resonance series \( \frac{1}{2} \), so we obtain a slowly decreasing chaotic domain (below the optimum level).

Figs. 14d and e show the degree of chaotization to be approximately the same. It seems likely that a situation analogous to that considered in studies (Izrailsky et al., 2006; Koshel and Stepanov, 2006), where there exist a local maximum of the degree of chaotization of the vortex domain, can form.

In Fig. 14e, the resonance \( \frac{1}{2} \) has already started manifesting itself, since, approaching to the vortex center with increasing frequency, it increases its distance from the resonance of the main series \( \frac{1}{3} \), which follows it. However, with approaching the boundary of the linear stability domain, the resonance starts destroying it. Fig. 14f illustrates the beginning of the process of absorption of this resonance by the linear stability domain. The perturbation frequency of 1.65 can be considered critical for this resonance, and its meaning is the same as for the frequency of 0.85 for the resonance \( \frac{1}{1} \). After the disappearance of the resonance \( \frac{1}{4} \) (or its complete absorption by the domain of linear stability), the degree of chaotization decreases, and the boundary of the domain of regular behavior is controlled by the position of the next resonance in the main series \( \frac{1}{3} \). At very high frequencies, the widths of the resonance domains that persist in the system will be small because of larger multiplicities and orders. Now these resonances will not be able to overlap at certain distance from the separatrix, and the width of the stochastic layer will exponentially decrease with increasing perturbation frequency (Neishtadt, 1975, 1984).

Thus, we can conclude that in the vicinity of the optimal frequencies, i.e., the frequencies corresponding to the position of large resonances (in our case, these are \( \frac{1}{5} \) and \( \frac{1}{7} \)), these are the resonances that play the decisive role in the chaotization of the trajectories of the system in the zone between the separatrix and the linear stability domain. This essentially simplifies the qualitative and often the quantitative analysis of the system.

4. Conclusion

The situation discussed in this study can be regarded as very typical in some sense. A relatively simple model of the flow field, which results in simple motion of the trajectories of conservative markers (fluid
particles) under very simple unsteady perturbations, yields a very complicated behavior of trajectories. It is shown that the behavior of trajectories, commonly referred to as “chaotic advection”, can cause not only intense mixing or transport of a solute (or other conservative characteristics of the fluid) but also radical changes in the general flow pattern.

Within the framework of the concept of background flows, we considered a vortex flow generated by the interaction between an external flow, either unidirectional or rotating, with an isolated submarine elevation. Clearly, the approach, which is based on the assumption that the potential vorticity is constant, is limited. Nevertheless, it enables the construction of simple dynamically consistent models, which, on the one hand, almost always admit a chaotic advection and, on the other hand, adequately reveal the characteristic features of real geophysical flows.

In fact, we consider the motion of fluid particles in a steady solution within the vicinity of a Taylor column. However, it was found that, in a steady (circular) external flow, there can form two topographic vortices, rotating about the rotation center of the external flow. However, this is not the most significant effect that was found in this model.

It was shown that any deviation from the steady condition, i.e., assuming the external flow to be elliptical, moving the rotation center relative to the submarine elevation, or varying the external flow velocity, results in essential nonsteady Eulerian velocity field. Thus, the system of advection equations, which can be regarded as a dynamic system, becomes nonautonomous, and, accordingly, nonintegrable. Two essentially different situations are possible in this case:

- In the case of a unidirectional flow, the dynamic system becomes open; beyond the separatrix that limits the vortex domain, all streamlines of the undisturbed system pass to infinity; and the chaotization is possible only in the vortex domain. Depending on the model parameters, we can observe
  - purely through flow—at velocities greater than the maximum azimuth velocity of the vortex generated by topography;
  - a small-volume vortex, which becomes chaotic due to the extension of the stochastic domain near the separatrix;
  - or a large-volume vortex at small external flow velocities.

The latter situation is of great interest, and, as far as we know, has not been studied. In this case, even at sufficiently small amplitudes of the unsteady perturbation of velocity, two chaotic-behavior domains form in the vortex domain. In this case, these represent a relatively narrow near-separatrix layer and a chaotization domain in the vicinity of the vortex center. The central domain assures good mixing, while the near-separatrix domain assures good transport to the external flow area, i.e., vortex ventilation. A domain of weak nonlinearity, which lies between these domains, forms a barrier for the chaotic transport from the vortex center to the external flow domain.

It is shown that in this situation, a simple qualitative description is possible. The consideration of an undisturbed steady system shows that the rotation frequency of trajectories about the elliptic point varies rapidly (strong nonlinearity) in the vicinity of a center; next, there exists a domain where this characteristic varies slowly (weak nonlinearity, quasi-regular behavior); and the rotation frequency in the vicinity of the separatrix again varies rapidly (strong nonlinearity). The same characteristic (rotation frequency), at a given perturbation frequency, determines the position, multiplicities, and intensities of nonlinear resonances. The quasi-regular or chaotic behavior was found to be determined by the position and the extent of overlapping of a very small number of sufficiently large nonlinear resonances. By changing the perturbation frequency, we can control the distribution of these resonances.
and their intensities. Thus, this mechanism allows us to obtain the criteria of existence and the positions of quasi-regular barriers or their destruction, including the values of model parameters that are optimal for mixing or chaotic transport.

- In the case of a flow rotating along an ellipse, the same mechanism allows us to identify somewhat different effects. The system becomes closed, and the streamlines around the separatrix of topographic vortices are closed. This means that nonlinear resonances can also form beyond the separatrix. Two analogies are possible at small perturbations: (1) the ellipticity of a tidal stream is equivalent to an unsteady perturbation on the double rotation frequency of the external flow; (2) the displacement of the rotation center relative to the submarine elevation is equivalent to a perturbation on the rotation frequency.

Because of the rotation of the external flow, the fluid motion at large distances from the submarine elevation is close to the solid-body rotation. This determines the existence of a narrow interval in the rotation frequencies of fluid particles and results in a situation, when only a small number of nonlinear resonances can exist in the system. These are mostly fractional resonances from a small number of islands of regular behavior. Such resonance structures can be interpreted as chains of vortices-satellites, which surround the chaotic central domain. Thus, in the case of an elliptic perturbation, we obtain a well mixed vortex core, which is much greater than steady topographic vortices. Vortex structures that are not completely destroyed can exist within this cloud of chaotic trajectories (remains of nonlinear resonances). Analogous structures, though with a larger number of vortices, form at the periphery of the mixed domain. In the case where the perturbation frequencies are not multiples of the rotation frequency, the situation becomes much more complicated. Because of the presence of trajectories with the maximum rotation frequency in the external domain, pairs of resonances with equal multiplicities will form with a barrier, consisting of regular trajectories, between them. The latter will destroy at certain values of the perturbation frequency that correspond to the reconnect of these resonances in the vicinity of the trajectory with the maximum rotation frequency.

It is important that, since the behavior of disturbed trajectories in the external domain is determined by a small number of nonlinear resonances, the analysis of the scenarios of chaotization, mixing, and transport of the solute becomes a relatively simple task. Having constructed (analytically or numerically) the dependence of the rotation frequency of fluid particles on the distance to the center of the vortex in the undisturbed system, one can determine the position and intensity of nonlinear resonances given the perturbation parameters. This procedure allows one to determine whether there are any barriers or transport corridors from the central vortex zone into the external domain and evaluate the size of the chaotization domain.

The non-dimensionalization of model variables was based on the scales corresponding to the synoptic times of flow variations; this corresponds to Pierrehumbert hypothesis (1991a) regarding the efficiency of chaotic mixing and transport at small perturbation frequencies. However, at small velocities, when the chaotization can form at considerable frequencies, one can obtain dimensional values, corresponding to some tidal harmonics, such as shelf waves with a two-day period, which become stronger in the vicinity of the elevation.

We would like to note that this barotropic quasi-geostrophic model may be applied only to small obstacles; diapycnal mixing cannot be directly investigated in this framework. It is possible to study the effect of a finite height hill in a two-layer model when the obstacle penetrates into the upper layer. Then we can consider the lower-layer incident flow to round an island; and in the upper layer it represents a
small obstacle. Such a method was used, for example, in the work by Thompson (1993), and we suggest in future realizing similar ideas in the problem of chaotic advection in a stratified flow.
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